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Abstract 

Lung cancer is the primary cause of cancer-related deaths. Lung cancer presents with symptoms only in its advanced 
stages. Machine Learning and Deep Learning can be used to detect lung cancer early. This study aims to find the state-
of-the-art approach to detecting lung cancer. The topic at hand has both potential and challenges, which are highlighted 
by the diversity of datasets, model architectures, and methodological approaches. Interestingly, the incorporation of 
image data turns out to be crucial for practical uses, highlighting the shortcomings of models trained in the absence of 
such data. It becomes clear how important dataset size is, with larger datasets potentially providing benefits in terms 
of model robustness. While certain models such as CNN VGG-19, LCP-CNN, and FPSOCNN perform admirably, they also 
highlight subtle issues, like the requirement for refinement in order to properly categorize nodules and the expense of 
computing. Future research directions are informed by the identification of these strengths and limits, which highlight 
the necessity for customized optimizations and the taking into account of real-world constraints.  
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1. Introduction

Globally, lung cancer is the primary cause of cancer-related deaths. Lung cancer consequently emerges as a serious 
public health issue. Lung cancer continues to be the most common cause of cancer-related death, accounting for 1.8 
million deaths (18%) in 2020, according to the International Agency for Research on Cancer's (IARC) GLOBOCAN 2020 
[1] estimates of cancer incidence and mortality. In their lifetime, 1 in 16 men and 1 in 17 women will receive a lung
cancer diagnosis, according to the American Cancer Society 2023 [2].

Generally speaking, cancer cells often migrate to the middle of the chest as a result of normal lymph flow. The spread of 
cancer cells to other tissues is known as metastasis [3]. Since cancer tends to spread and becomes incurable in the event 
of a larger spread, early detection is crucial. Lung cancer presents with symptoms only in its advanced stages when 
survival is almost impossible and diagnosis is challenging. 

Certain features must be identified and measured in order to identify malignant nodules. Cancer probability can be 
determined by combining the features that have been identified. Even for a skilled doctor, this task is exceedingly 
challenging because there is a difficult correlation between the presence of a nodule and a positive cancer diagnosis [3]. 

To address this, many works suggest utilizing Machine Learning (ML) and Deep Learning (DL) techniques in detecting 
lung cancer early, such as Support Vector Machine (SVM) [4], Logistic Regression (LR) [5], Convolutional Neural 
Network (CNN) [6], K-Nearest Neighbor (KNN) [7], Artificial Neural Network (ANN) [8], Random Forest (RF) [8], and 
many other algorithms. However, with the rapid development of ML, it is important to address the issue of finding which 
method has the highest considerable performance in detecting lung cancer. 
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This study aims to find the state-of-the-art approach to detecting lung cancer through reviewing the current related 
studies with a systematic review as suggested in [9]. This study evaluates and compares each method proposed in the 
existing related literatures. The comparison is based on its methods and performance. Also, this study considers the 
dataset used and the type of feature extraction performed in the reviewed papers, as it played an important role in 
defining the model’s performance. Through comparison and evaluation, this study aims to define the strengths and 
weaknesses of each method. This study is limited to lung cancer detection using ML and DL approaches.  

2. Research Method 

In order to investigate studies pertaining to lung cancer detection, the systematic mapping study described in [9] is 
chosen.  As shown in Figure 2.1, the systematic mapping study's methodology consists of five steps. 

 

Figure 1 Systematic Mapping Studies 

A further explanation of the method is covered in the following subsections. 

2.1. Defining Research Questions 

The main exploration questions are based on the importance of investigating studies about lung cancer detection. The 
research questions are portrayed as follows: 

• RQ1: What research approaches do the existing studies apply to detect lung cancer? 
• RQ2: What kinds of factors should be taken into account while developing a model for detecting lung cancer? 
• RQ3: Which strategies worked the best, and what strengths and weaknesses did those approaches have? 

Thereupon, the outline of this study will provide the appropriate response to lung cancer detection, as well as point out 
the areas that need further investigation. 

2.2. Conduct Search 

This step involves searching for and locating all scientific papers pertaining to the research topic—lung cancer 
detection.  We chose the term "lung cancer" as the primary search term for our study in order to find relevant papers. 
During the search, this term was associated with the term “detection”, or “classification”; and also, with “Machine 
Learning”, or “Deep Learning”. Google Scholar is selected as a searching tool for published papers. The selected papers 
is required to be published from high-quality publishers, such as IEEE, ScienceDirect, Springer, IOP Science, Nature, 
ResearchGate, Hindawi, and MDPI. 

2.3. Screening of Papers 

This step involves looking for papers that address the issues raised by our research questions.  First, papers considered 
irrelevant by their title are disregarded. If there is any doubt, the abstract is examined as the next action to be taken. 
The following is a further explanation of the exclusion criterion: (1) papers written in a language other than English; (2) 
papers that use machine learning or deep learning for purposes other than detecting lung cancer; (3) duplicate papers; 
and (4) newsletters and grey literature (5) papers that are published more than 5 years ago. 
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2.4. Keywording using Abstracts 

Using their keywords, all relevant papers are categorized in this step. First, each paper's abstract is examined to 
determine the most crucial terms and the primary contribution.  The papers were then divided into different categories 
using those keywords.   

2.5. Data Extraction and Mapping Process 

The purpose of this method is to collect all the data needed to answer the study's research questions. The data extracted 
are the year of publication, authors, titles, methodologies applied, performance results, datasets used, and type of 
feature extractions used. The major goals and contributions of the studies are embraced by these data.  

3. Results 

3.1. Research Approaches 

Table 1 is a carefully crafted table to answer RQ1, which is “What research approaches do the existing studies apply to 
detect lung cancer?”, it includes 20 different research, making it easier to compare a selection of the medical image 
analysis literature. This table provides an overview of the many methods used to classify lung cancer and summarizes 
important information that is necessary for a more in-depth analysis of the methods' effectiveness. A multidimensional 
evaluation is made possible by the addition of columns like Reference, Method, Architecture, Feature Extraction, 
Accuracy, Specificity, Sensitivity, and AUC. Because the method, architecture, and feature extraction play such crucial 
roles in influencing the performance of the classification models [6], it is necessary to carefully examine them in the 
comparison study. The architectural design affects the model's ability to capture complex patterns, the methodological 
approach establishes the overall strategy, and the feature extraction technique determines the features' discriminative 
power [6]. These factors are crucial in determining the advantages and disadvantages of every approach. 

A comprehensive evaluation also requires careful consideration of the performance indicators that are used, such as 
Area Under the Curve (AUC), Specificity, Sensitivity, and Accuracy [10], [11]. Specificity assesses the model's capacity 
to accurately identify situations that are not cancer, whereas accuracy indicates the model's overall robustness. 
Sensitivity measures the model's ability to correctly identify positive cases, which is important when making a medical 
diagnosis. Finally, AUC, or the Area Under the Curve, offers information about how well the model can differentiate 
between different classes. When taken as a whole, these performance indicators provide a thorough grasp of the 
advantages and disadvantages of every strategy, assisting scholars and professionals in reaching well-informed 
conclusions about the suitability and resilience of different lung cancer classification systems. 

3.2. Dataset Used 

Table 2 is a brief but thorough table that summarizes the comparison of several datasets used in the selected articles 
related to the detection of lung cancer. This table, which includes columns for Reference, Dataset, Type of Data, and 
Number of Samples, is essential for deciphering the complexities involved in selecting data sources for different types 
of research. Comprehending the nature of the data, particularly if it includes CT scan images or not, is essential to 
comprehend the variety and complexity of the methods of imaging that are being studied [21]. The inclusion of this data 
clarifies whether the suggested models can be applied to various forms of imaging and are generally applicable. 

Furthermore, a key factor in determining the statistical significance and robustness of the results is the quantity of 
samples included in each dataset [24]. An inadequate sample size in a dataset could lead to biased or overfitted results, 
which could reduce the suggested classification models' external validity. Thus, researchers can navigate the complex 
landscape of lung cancer classification studies by carefully examining the type of data and the number of samples in 
each dataset. This allows for a cautious evaluation of the methodologies used and makes it easier to identify trends and 
patterns across a variety of datasets. 
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Table 1 Comparison of methods for lung cancer detection and their performances 

Reference Method Architecture Feature Extraction Accuracy Specificity Sensitivity AUC 

[12] Fuzzy Particle Swarm Optimization 
Convolution Neural Network (FPSOCNN) 

 Fuzzy Particle Swarm 

Optimization (FPSO) 

95.62% 96.32% 97.93%  

[5] Logistic Regression (LR)  Principal Component Analysis 
(PCA) 70% 

 74.3% 69.9% 72.5% 

[5] Elastic Net  PCA 70%  71.5% 61.1% 73.3% 

[5] Linear Support Vector Machine (SVM)  PCA 70%  68.5% 61.5% 72.7% 

[4], [13] SVM    97.1% 31.1% 64.2% 

[14], [15] SVM  Gray Level Co-occurrence Matrix 
(GLCM) 

90.9% 61.5% 86%  

[7] SVM  Local Binary Pattern (LBP) and 
discrete cosine transform (DCT) 

93%    

[4], [8] K-Nearest Neighbors (KNN)   76.5% 85.7% 56.3% 71% 

[7] KNN  LBP and DCT 91%    

[4], [16] Convolutional Neural Network (CNN) VGG-16  68.6% 82.9% 37.5% 70.1% 

[6] CNN AlexNet Deep Feature Extraction 99.52%    

[10] CNN ResNet-101 Radiomics & Conv2d 56% 58% 53%  

[10], [11] CNN Inception-
v3/GoogLeNet 

 94.53% 99.06% 65.67% 86.84% 

[10] CNN Inception-ResNet-
v2 

Radiomics & Conv2d 64% 51% 69%  

[17] CNN DenseNet  90.85%    

[18] CNN VGG-19  98.05%   99.66% 

[8] Random Forest (RF)  Linear discriminant analysis 
(LDA) 

    

[8] Artificial Neural network (ANN)  LDA     

[19] Rotation Forest   97.1%   99.3% 
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[20], [10] Hybrid Convolutional Neural Network 
and Long-Short Term Memory (CNN-
LSTM) 

 Conv2d 97%    

[21] Modified Gravitational Search Algorithm 
(MGSA) 

 LDA 94.56% 94.2% 96.2%  

[22] Kernel Attribute Selected Classifier 
(KASC) 

 SURF and GA algorithm 98.18%    

[23] Medial Early Sign (MES)    95% 40.1% 85.6% 

[24] Lung Cancer Prediction Convolutional 
Neural Network (LCP-CNN) 

    99% 94.5% 
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Table 2 Comparison of dataset applied for the model development in lung cancer detection 

Reference Dataset Type of data No. of 
Samples 

[8], [11], [12], 
[20] 

The Lung Image Database Consortium and Image 
Database Resource Initiative (LIDC-IDRI) 

CT scan images and 
XML file 

1018 

[5], [10] NSCLC-Radiogenomics CT scan, PET/CT scan 
images 

211 

[4] Massachusetts General Hospital (MGH) CT scan images 335 

[19] Kaggle Lung Cancer Dataset CSV file 284 

[7] Kaggle Chest CT Scan images CT scan images 1000 

[6], [13], [15], 
[16] 

Amrita Institute of Medical 

Sciences Hospital (AIMS) Kochi 

CT scan and PET-CT 
scan images 

200 

[21], [22] VIA/I-ELCAP CT scan images 100 

[23] KPSC tumor registry & American Joint Commission CSV file 834 

[24] U.S. National Lung Screening Trial (NLST) CT scan images 10,368 

The literature on the detection of lung cancer provides a wide range of information and methods. The comparative 
tables highlight the significant keynote on the performance of each method. The comparative analysis of each method 
is explained in more detail in the section that follows. 

4. Discussion 

In this section, the answer for RQ2 “What kinds of factors should be taken into account while developing a model for 
detecting lung cancer?” and RQ3 “Which strategies worked the best, and what strengths and weaknesses did those 
approaches have?” are elaborated thoroughly with the consideration of the results from the systematic mapping studies. 

Analyzing different datasets used in lung cancer detection models provides fascinating insights into the complexities 
and difficulties present in real-world applications. Specifically, the decision to include or exclude image data during 
model training places a crucial restriction on models developed without image data, making it more difficult for them 
to handle image inputs in real-world situations. This emphasizes how important it is to use datasets that contain picture 
data. This is an important consideration when using lung cancer detection models in the real world, even though it has 
minimal impact on performance differences in experimental settings. 

One important component influencing the development of models that also comes into focus is the consideration of 
dataset instances. Table 2 shows that the NLST dataset is underutilized in the evaluated literature, even with its large 
10,368 instances. But the single use of the NLST dataset, in the LCP-CNN model, shows superior performance in terms 
of sensitivity and AUC compared to other approaches. This result emphasizes how bigger datasets can enhance the 
performance and robustness of models. 

The LIDC-IDRI and AIMS datasets are often cited, but there is a significant difference in sample sizes between them, 
according to a review of citation patterns. Even though the CNN-LSTM model uses LIDC-IDRI to obtain the best accuracy, 
a thorough examination is hampered by the model's inability to provide anything other than accuracy results. 
Furthermore, FPSOCNN exhibits noteworthy performance, regularly achieving above 95% accuracy, specificity, and 
sensitivity using the same dataset. 

Additionally, the assessment of CNN algorithms indicates that architecture and feature extraction play crucial roles in 
defining performance. In particular, the VGG-19 architecture shows remarkable performance in lung cancer detection, 
illustrating the impact of these design decisions on model effectiveness. 

The analysis of certain models, such as CNN VGG-19, LCP-CNN, and FPSOCNN, clarifies their advantages and 
disadvantages, enabling future study directions for lung cancer detection approaches to be decided upon with 
knowledge. However, although CNN VGG-19 has excellent accuracy and AUC, its high computing requirements prevent 
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it from being used in real-world scenarios with limited resources. The accuracy of the size-based nodule classification 
in LCP-CNN, which is intended for lung cancer diagnosis, has to be improved. Furthermore, FPSOCNN consistently 
demonstrates the need for additional optimization to resolve any potential shortcomings in its categorization paradigm. 
The intricacy of developing models is highlighted by these model-specific subtleties, which also highlight the necessity 
of focused improvements to improve effectiveness and dependability. 

In the final analysis, the discussion highlights the need to carefully choose datasets, highlighting the value of image data 
and the possible benefits of larger datasets for the development of models. The evaluation of CNN VGG-19, LCP-CNN, 
and FPSOCNN, reveals their exceptional capabilities, making it possible to make informed decisions about future 
research directions for lung cancer detection techniques. To connect this paper with future research for improved lung 
cancer detection techniques, factors including computing cost, nodule size detection, and optimization difficulties offer 
insightful information for improving current models and motivating the creation of more reliable and effective 
techniques. 

5. Conclusion 

In conclusion, this comprehensive review and analysis of lung cancer detection methods highlights the complex field of 
digital image processing in medical diagnostics. The topic at hand has both potential and challenges, which are 
highlighted by the diversity of datasets, model architectures, and methodological approaches. Interestingly, the 
incorporation of image data turns out to be crucial for practical uses, highlighting the shortcomings of models trained 
in the absence of such data. It becomes clear how important dataset size is, with larger datasets potentially providing 
benefits in terms of model robustness. While certain models—such as CNN VGG-19, LCP-CNN, and FPSOCNN—perform 
admirably, they also highlight subtle issues, like the requirement for refinement in order to properly categorize nodules 
and the expense of computing. Future research directions are informed by the identification of these strengths and 
limits, which highlight the necessity for customized optimizations and the taking into account real-world constraints.  
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