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Abstract 

Urban growth is an important criterion for understanding the city's development. Buildings are essential to understand 
the need for new development and growth that happened in recent years. Automatic extraction of building footprints, 
especially in Indian cities scenario, is of great importance, as it helps in understating the pattern of urban growth, 
monitoring any illegal construction and change analysis for different time periods. This research will focus on how deep-
learning based methodology will help in the automatic extraction of building footprints for multiple Indian cities. 
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1. Introduction

Detection of urban features in satellite data is always a time consuming and tedious task. Automatic detection of urban 
features like building plays an important research whenever urban growth monitoring is required.  With the easy 
accessibility and increasing resolution of satellite imagery, more research effort has been recently put on extracting 
urban features from very high-resolution satellite images [1]. The recent research in deep leaning in branch of computer 
science has given the way to develop the algorithms which can help in automatic detection of building in satellite data. 
This paper will provide the deep learning methodology where 2d neural networks is trained using identified samples 
from satellite data and trained neural network is used for detection of building in very high resolution satellite data.  

2. Literature survey and background study

Before starting of this work we have studied the research in field of object detection in satellite imagery. The Git hub 
has provided some content which has given the knowledge about the ImageAI which  is a python library built to 
empower developers, researchers and students to build applications and systems with self-contained Deep Learning 
and Computer Vision capabilities using simple and few lines of code.[2].This ImageAI library was used to detect the 
objects in the photo graphs. Further exploring about the detection of feature in satellite imagery we got knowledge 
about the Convolution Neural Networks to detect features in satellite images.  CNNs are used for face recognition, object 
detection, analysis of medical images, automatic inspection in manufacturing processes, natural language processing 
tasks, and many other applications.[3].Building, evaluating, training and optimizing a neural network required the 
knowledge of Tensor flow. TensorFlow machine learning framework created by Google is very rich in libraries which 
can be used for numerical computations.[4].Plane Detection in satellite datasets have better understanding of how to 
detect features in the satellite data[5]. The above finding helped in developing the methodology for the building 
detection in the satellite data. 
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3. Methodology 

Here the main goal is data collection, obtaining labels for training, and determining the accuracy value. Data flow 
diagram of the proposed system is shown in Fig. 1. The dataflow diagram is the form of representation of flow of data 
in a system. [8] 

 

Figure 1 Flow diagram of Building detection system  

3.1. Data collection  

VHRS data set with 1 meter is collected and used for the preparation of training data sets. Fig. 2 is showcasing the sample 
data sets used for the preparation of the training dataset. 

 

Figure 2 Satellite data set for predicting the buildings 
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3.2. Labeling and Shape file Creation 

The satellite data is visualized in Quantum gis and preparation of shape file is done by marking building and non-
building objects in satellite data by visual interpretation and saving as shape file with attribute named as status values 
as 0 or 1 .If feature is building the attribute value is 1 if feature is non-building the status is 0. The shape file will be 
saved in the local system for future reference. 

 

Figure 3 Shape file creation and labeling of objects in QGIS 

3.3. Sample Creation  

 

Figure 4 Creation of samples from the satellite imagery  

This steps requires the preparation of multiple chip from the satellite data .The shape file prepared in the step2 is taken 
as input for the preparation sample chips of 30x30 pixels from satellite data .The shape file attribute is read using OGR 
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and based on the status, location from satellite data the chip of 30 by 30 is created form satellite imagery and naming 
convention is kept status_satellite id_locationid.  

3.4. Creation of JSON file 

This step requires the preparation of json file which will be used as final input for the training and validation of the 
model. The 30 by 30 chips prepared in the Step3 are used as input for the preparation of JSON file.  GDAL and OGR 
libraries are used long with python in QGIS software for the preparation chips and JSON file automatically. The JSON file 
is prepared having values corresponding to data, labels, locations and scene-id. The total of 224 sample are being taken 
for this methodology out of which 47 are positive samples and others 177 are negative samples         

 

Figure 4 Creation of JSON file using GDAL and OGR library with python code in QGIS   

3.5. Preprocessing of Data and batch creation  

The JSON file is used for the training of the model. The tensor flow libraries are being used for the reading of JSON file 
and training of neural networks and building detection in very high resolution satellite data.  JSON file have values 
corresponding to data, labels, locations and scene-id. The data values of JSON file is converted into array and array is 
converted to a plain list and transposed and stored in variable X .The labels values of JSON file are converted to matrix 
and stored as variable Y. The pre-processing of data is required in order to train the neural network. The first step is 
calculation of mean and standard deviation for entire dataset.  

3.6. Model Building for building detection  

This step included the building of the neural networks. 2D Convolutional Layers constitute Convolutional Neural 
Networks (CNNs) along with Pooling and fully-connected layers and create the basis of deep learning [6]. The present 
methodology used the neural network with 3 convolutional layers using tflearn. The first layer has 32 convolutional 
filters with 3 filters, after this downsizing is being done and there will be two convolutional filters in cascade with 64 
convolutional filters with filter size of 3. Further downsizing will provide fully connected network with 512 neurons 
with activation function followed by 40 percent dropouts. The last layer is fully connected network with 2 neurons and 
activation function to determine the category of the feature in the image. TFLearn provides a model wrapper 'DNN' that 
can automatically performs a neural network classifier tasks, such as training, prediction, save/restore, et.[7].The model 
is trained for 70 epochs with each batch size of 66.After training of the model the model is getting accuracy of  98% with 
validation datasets. The model is then tested with the validation set of data set and predicted feature class taken from 
validation samples was predicted correctly as building and non-building. The trained model is then used for detecting 
the building on four new satellite data set. The satellite data take as input is of 1m resolution and given as input to model 
as tiff file and trained model is runs on the satellite to detect the building in the satellite imagery. The trained model will 
run row wise and form rectangular shape window on the feature where building is being detected and these rectangular 
windows can be converted to a shape file to be used in GIS environment. The model summary and workflow is shown 
in Fig5. 

4. Results and Discussions 

The proposed methodology is being used on satellite imagery having 1 m of spatial resolution. The methodology is 
effective in detecting the buildings on the satellite imagery by drawing the bounding box across the building with the 
accuracy of 85%. The Fig 6 is showcasing the result of the model. 
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Figure 5 Model summary and Workflow 

 

 

Figure 6 Results output with regtangular window 

                                             Fig 4A                                                                                                                         Fig 4B 
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4.1. Limitations and Advantages 

The model is validated on satellite with spatial resolution ≥1. The results showcasing by the methodology is providing 
85% of accuracy. The model is applied only on multispectral satellite data same may not work for the panchromatic 
high-resolution imagery.  
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