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Abstract 

Plant diseases are a serious threat to crop production worldwide, causing economic losses and food insecurity. Early 
and accurate detection of these diseases is important for appropriate intervention and better product health. In this 
paper, we present the development of a mobile application for the detection of plant diseases aimed at three major 
crops: potato, tomato and corn. This application uses a convolutional neural network (CNN) trained on a complete set 
of images to classify plant leaves into healthy and dead leaves. This model was developed using the Teachable Machine 
friendly platform and then converted to the TensorFlow Lite model for optimal deployment on Android devices. The 
Android Studio app allows users to capture images directly or select them from the gallery. The captured images are 
analyzed by a pre-trained CNN model to provide real-time classification results. If a leaf dies, the application will display 
the name of the disease and specific symptoms, recommended fertilizers for treatment and possible treatment methods. 
This study demonstrates the potential of using CNN approaches for plant disease detection in mobile application 
settings. This application has the potential to empower farmers and agricultural officers with easy-to-use tools to 
identify early diseases, allowing them to act in time to improve crop health and yields. 
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1. Introduction

Agriculture has been essential for food production and livelihoods globally. Plants sustain all living beings, and their 
health directly impacts us. To prevent significant crop losses from diseases, early detection is crucial. While traditional 
methods rely on visual inspection, new automated tools powered by deep learning offer precise and rapid disease 
identification, empowering farmers for better yields [1]. The Rise of Precision Agriculture: A Mobile App for Plant 
Disease Detection in Potato, Tomato, and Corn Crops. Ensuring global food security in the face of a growing population 
and a changing climate is a critical challenge. Agricultural productivity plays a pivotal role in this endeavor, and plant 
diseases pose a significant threat, causing substantial yield losses year after year. Traditional methods of plant disease 
detection often rely on visual inspection by experienced personnel. However, these methods can be time-consuming, 
subjective, and require expertise that may not be readily available in all agricultural settings. Recent advancements in 
machine learning and deep learning have opened new avenues for automated plant disease detection. Convolutional 
Neural Networks (CNNs), a type of deep learning architecture, have demonstrated remarkable capabilities in image 
classification tasks, making them well-suited for this application. This research project presents the development and 
evaluation of a mobile application designed to provide a user-friendly and accurate solution for plant disease detection 
in three key crops: potato, tomato, and corn. This application leverages the power of CNNs to analyze user-provided 
images of plant leaves and classify them as either healthy or diseased. The focus on these three specific crops stems 
from their immense economic importance and susceptibility to a variety of diseases. The app aims to empower farmers 
and agricultural stakeholders with a readily accessible tool for early disease identification, enabling them to take timely 
intervention measures and minimize potential crop losses. By facilitating early detection and treatment, this mobile 
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application can contribute to improved agricultural productivity and enhanced food security. The following sections of 
this paper will delve deeper into the methodology employed for developing the app, including the construction of the 
CNN model, the integration of Teachable Machine for model optimization, and the conversion of the model into a 
lightweight format suitable for deployment on Android devices. We will then explore the design and implementation of 
the app's user interface, followed by a detailed analysis of its performance on a test dataset. Finally, we will discuss the 
significance of this research and outline potential future directions for expanding the app's capabilities and applications. 
Escalating food security challenge: A growing population and changing climate necessitate a drastic increase in 
agricultural productivity, yet plant diseases inflict substantial annual yield losses. Plant diseases pose a critical threat 
to global food security, causing substantial crop yield losses annually. Traditional plant disease detection methods, often 
reliant on expert visual inspection, are limited by being time-consuming, subjective, and requiring expertise that may 
not be readily available. 

  

Figure 1 Sample of Diseased Image 

2. Literature survey 

Anushka Bangal et.al proposed a paper on Potato Leaf Disease Detection and classification using CNN [3]. Diseases like 
early blight and late blight hurt potato crops, costing farmers money. This paper proposes a system using a special kind 
of AI (CNN) to automatically detect these diseases from pictures of potato leaves. They collected images of healthy and 
diseased leaves, trained the AI system on them, and achieved 91% accuracy in identifying the diseases. The authors 
want to create a phone app to help farmers easily detect diseases in their potato crops and take action. 

Muhammad Hammad Saleem et.al have proposed the “Deep Learning-Based Maize Leaf Disease Detection and 
Classification” [4]. Corn crops can get sick from various diseases, hurting farmers' harvests. Traditional ways of finding 
these diseases often involve people checking the leaves, which can be slow and inaccurate. This paper explores using a 
special kind of AI (deep learning) to automatically detect diseases from pictures of corn leaves. This AI system could 
help farmers find diseases in their corn crops faster and more accurately, allowing them to take action to save their 
harvest. 

Shuailong Wang et.sl introduced the Early Blight Detection in Potato Leaves Using Improved YOLOv5 Deep Learning 
Model [5]. Early blight disease harms potato crops, affecting yield. Traditional methods might not always detect it early 
enough. This paper proposes an improved version of a deep learning model (YOLOv5) to automatically identify early 
blight in potato leaves from images. The authors enhanced the YOLOv5 model and trained it on a dataset of potato leaf 
images with and without early blight. Benefits for Farmers: This improved AI model can potentially help farmers detect 
early blight in their potato crops earlier and more accurately, allowing them to take action to save their harvest. 

Sk Mahmudul Hassan et.al Identification of Plant-Leaf Diseases Using CNN and Transfer-Learning Approach [6]. This 
study uses a special AI (CNN) to automatically detect diseases in plant leaves from images. (This eliminates the need for 
manual inspection). The researchers improved the efficiency of the AI model. (This allows it to run faster and potentially 
be used on mobile devices.) The AI achieved high accuracy in identifying diseases. 

Abhijit, S., &amp et.al have proposed the Deep Learning Based Approaches for Plant Disease Detection and Classification 
[7]. Plant diseases hurt crops, so early detection is key. Checking crops by eye is slow and error-prone. Deep learning, a 
type of AI, can automatically detect diseases in pictures.  
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3. Methodology 

The proposed system is an Android app that aims to revolutionize the way plant diseases are identified and managed. 
The app will utilize advanced image recognition technology and machine learning algorithms to provide accurate and 
real-time disease identification. The app will have a user-friendly interface that allows users to easily capture or upload 
images of plants affected by diseases. The interface will be intuitive and visually appealing, making it accessible to users 
of all levels of expertise. The app will use a trained machine learning model, such as TensorFlow, to analyze or recognise 
the uploaded images. The model will be capable of recognizing various plant diseases with high accuracy. This will 
eliminate the need for manual observation and reduce the chances of misdiagnosis [2]. Once the image is analyzed, the 
app will provide users with the most likely identification of the disease affecting the plant. The identification will be 
accompanied by relevant information about the disease, including its symptoms, causes, and potential impact on plant 
health. The proposed system will go beyond identification and provide users with comprehensive treatment 
recommendations. These recommendations will include specific remedies, such as fungicides or natural treatments, 
that have proven to be effective against the identified disease. Users will also receive guidance on the application 
methods and dosage for each treatment. The app will offer information about the nutrient requirements of plants 
affected by the identified disease. Users will receive recommendations for specific fertilizers or amendments that can 
help support plant recovery and growth. This will ensure that users can provide the necessary nutrients to promote 
plant health. The proposed system will also provide users with preventive measures to minimize the occurrence and 
spread of plant diseases. This can include information on environmental conditions, pruning techniques, or cultural 
practices that can help prevent disease outbreaks. 

3.1. Data Collection (Dataset) 

Table 1 Metadata of leaf images 

Crop_ Type Disease  Description 

Corn Common Rust Images of corn leaf with common rust diseases 

 Healthy Images of healthy corn leaves 

 Blight Images of corn leaf with blight disease 

 Leaf spot Images of corn leaf with leafspot disease 

Potato Healthy Images of healthy potato leaves 

 Blight Images of potato leaves with Blight disease 

 Rust Images of potato leaves with rust disease 

Tomato Healthy Images of healthy tomato leaves 

 Bactorial spot Images of tomato leaves with Bactorial_spot disease 

 Early Blight Images of tomato leaves with Early_Blight disease 

 Late Blight Images of tomato leaves with Late_blight disease 

 Leaf Mold Images of tomato leaves with Leaf_mold disease 

 Spectorial Leaf Spot Images of tomato leaves with Spectorial leaf spot disease 

 Target Spot Images of tomato leaves with target_spot disease 

 Yellow leaf curl virus Images of tomato leaves with yellow leaf curl disease 

 Mosaic Virus Images of tomato leaves with mosaic virus 

 Spider Mites Images of tomato leaves with spider_mites 

 Two spotted spider might Images of tomato leaves with two spotted spider mite 

 

Developing an accurate and reliable plant disease detection app hinge on a robust and well-curated image dataset. This 
section details the process of collecting and preparing the image dataset used in this project. The dataset for this project 
was compiled from three publicly available datasets on Kaggle, a popular platform for data science and machine 
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learning. Utilizing Kaggle allows for Accessibility for Free and open access to large datasets. Diversity for Datasets 
encompassing various crops and disease types [3]. Community Support: Potential to leverage insights and pre-
processing techniques shared by the Kaggle community. 

   

Figure 2 Potato_ Early Blight Figure 3 Potato_ Late Blight Figure 4 Potato_ healthy 

   

Figure 5Corn_ Common_ Rust Figure 6 Gray_ Leaf_ Spot 

 

Figure 7 Corn_ Blight 

 

   

Figure 8 Corn_ Healthy 
Figure 9 Two- Spotted_ Spider_ 

Mite 

Figure 10 Septoria_ leaf_ 
spot 

 

   

Figure11 Tomato_ Target_ 
Spot 

Figure 12 Tomato_ Yellow Leaf_ 
Curl_ Virus 

Figure 13 Tomato mosaic_ 
virus 
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Figure 14 Tomato Leaf_ Mold Figure 15 Tomato_ healthy 
Figure 16 Tomato_ Late_ 

blight 

  

 

Figure 17 Tomato_ Early_ 
blight 

Figure 18 Tomato_ Bacterial_ 
spot 

 

3.2. Data Dictionary 

Data Source: This column indicates the category to which each data element belongs. In this case, all elements belong to 
the category "Image Data" since they all provide information about the images used in your app. From the paper we can 
see the data elements. Data Element lists the specific data points we're capturing or storing images. This column explains 
what each data element represents in the context of your app. Data Type specifies the format of the data for each 
element. This column provides additional information or clarifies details about the data element. Here's a more detailed 
explanation of each data element.  

Table 2 Parameters of images 

Data 
Source 

Data 
Element 

Description Data 
Type 

Notes 

Image Data Image ID Unique identifier for each 
image 

String Likely a filename or assigned ID 

Image Data Image Path File path of the image String Location of the image on disk 

Image Data Crop Type (Corn, potato, Tomato) String Categorical variable indicating crop type 

Image Data Label Disease identified by the 
model 

String Categorical variable based on your training 
data classes 

 

Image ID is a unique identifier for each image in your dataset. It's likely a filename or an assigned ID that helps you 
differentiate between images. This ID is essential for referencing specific images during training, testing, or processing 
within your app. Image Path specifies the location of the image file on your storage device [4]. It's a string containing 
the directory path and filename of the image (e.g., "data/images/corn/healthy/image1.jpg"). The image path is crucial 
for loading and accessing the image data during processing. The data collection process involved gathering a 
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comprehensive dataset of plant diseases in crops like corn, potato, and tomato. The dataset was obtained from Kaggle, 
a popular platform for finding and sharing datasets. 

To ensure the dataset was diverse and representative of different plant diseases, various sources were explored on 
Kaggle. This included searching for datasets specific to each crop and selecting datasets that contained high-quality 
images of healthy plants as well as plants affected by different diseases. The dataset consisted of thousands of images, 
each labeled with the corresponding plant disease. These labels were crucial for training the machine learning model to 
accurately classify and identify different types of plant diseases. To maintain data integrity and quality, the dataset 
underwent a thorough review and filtering process. Images with poor resolution, ambiguous labels, or irrelevant 
content were removed to ensure the dataset's reliability and effectiveness in training the model. Additionally, efforts 
were made to include a balanced representation of different plant diseases within each crop category. This balanced 
distribution helped prevent bias and ensured the model's ability to accurately detect and classify a wide range of plant 
diseases. Overall, the data collection process aimed to create a robust and diverse dataset that would serve as a solid 
foundation for training the machine learning model. By obtaining a comprehensive dataset, you ensured that the model 
would be exposed to a variety of plant diseases, enabling it to make accurate predictions when deployed in the app. 

3.3. Preprocessing Techniques 

In our project, I used a combination of these preprocessing techniques. I performed data cleaning by handling missing 
values and removing duplicates. I also applied feature selection techniques to identify the most relevant features for the 
analysis. Additionally, I performed data normalization to ensure all the features were on a similar scale. 

 Label Encoding: Label encoding is a technique used to convert categorical variables into numerical 
representations. Each unique category is assigned a numerical label. For example, if you have a categorical 
feature like "red," "green," and "blue," label encoding would assign them labels like 0, 1, and 2, respectively. 
This allows machine learning algorithms to work with categorical data. 

 Mean Imputing: Mean imputing is a method used to handle missing values in a dataset. It involves replacing 
missing values with the mean of the available data for that feature. This helps to preserve the overall 
distribution and prevent bias in the analysis or modelling process. 

 Scaling: Scaling is a technique used to standardize the range of numerical features. It ensures that all features 
have a similar scale, which can be important for certain algorithms. Common scaling methods include min-max 
scaling, which scales the values between a specified range (e.g., 0 to 1), and standardization, which scales the 
values to have a mean of 0 and a standard deviation of 1. 

 Resizing: All images were resized to a standard dimension (e.g., 224x224 pixels) to ensure compatibility with 
the CNN architecture and facilitate efficient training. These techniques are commonly used in data 
preprocessing to prepare the data for analysis or modeling. Label encoding helps handle categorical variables, 
mean imputing handles missing values, and scaling ensures numerical features are on a similar scale. 

4. System architecture 

Our mobile app for plant disease detection utilizes a user-friendly interface for image capture or upload. Preprocessing 
prepares the image for a pre-trained CNN model converted to TensorFlow Lite for efficient on-device analysis [5]. The 
model classifies the disease (if present) or indicates a healthy leaf. Additionally, the app might estimate disease severity 
or suggest treatments (optional). This architecture empowers farmers with accessible and potentially more accurate 
disease detection tools. 

User Interface (UI) represents the user's interaction point with the application. It might include functionalities like a 
camera button to capture a plant leaf image or a gallery option to select an existing image. The UI would also display the 
predicted disease and potentially a confidence score. Image Capture represents the mechanism for acquiring the image 
of the plant leaf. It could involve capturing a new image using the smartphone camera or selecting an image from the 
device's storage. Data Pre-processing present if our application performs any transformations on the image before 
feeding it to the model. Common pre-processing steps include resizing the image to a specific dimension and 
normalizing pixel values. Pre-trained CNN Model represents the core deep learning component responsible for disease 
classification. The application likely utilizes a pre-trained CNN model specifically designed for image classification tasks. 
Within the CNN model, Feature Extraction represents the process of extracting features from the image[6]. These 
features are numerical representations that capture the image's essential characteristics, such as shapes, textures, and 
color variations, potentially indicative of plant diseases. 
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Figure 19 Architecture 

Classification is Based on the extracted features, the CNN model performs classification. It assigns a probability score to 
each disease category the model was trained to recognize (e.g., healthy, potato late blight, tomato leaf spot, corn rust). 
Prediction Output represents the application's interpretation of the model's classification results. It displays the 
predicted disease on the user interface, potentially alongside the corresponding confidence score. 

5. CNN algorithm 

 Convolutional Layers: Imagine these as filters scanning the image. Each layer learns to detect specific features 
like edges, shapes, and textures in the leaves. As the image progresses through the network, these filters stack, 
building a more intricate understanding. 

 Pooling Layers: These layers act like a summarizer, down sampling the image while retaining key information. 
This reduces computational complexity and helps the network focus on the most relevant features. 

 Activation Layers: These layers introduce non-linearity into the network, allowing it to learn complex 
relationships between the features detected by the convolutional layers. 

 Fully Connected Layers: The final layers take the extracted features and connect them all together, like a final 
analysis. Here, the network uses this knowledge to classify the image, in our case, identifying healthy or 
diseased leaves based on the patterns it learned during training. 

Table 3 About CNN architecture 

Data Source Data Element Data Source Data 
Element 

CNN 
Architecture 

Number of Layers Number of convolutional and pooling layers used in the CNN Integer 

CNN 
Architecture 

Kernel Size Size of the filters used in the convolutional layers Integer 

CNN 
Architecture 

Activation 
Function 

Type of activation function used in the network (e.g., ReLU, 
Sigmoid) 

String 
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6. Screenshots 

 

Figure 20 Importing Libraries 

 

 

Figure 21 Load the Dataset 
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Figure 22 Splitting in to training and testing data 

 

 

Figure 23 Images data in test 
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Figure 24 Images data in train data 

 

 

Figure 25 CNN architecture 
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Figure 26 Compilation of model 

 

 

Figure 27 Make prediction 

7. Result 

We assessed the pre-trained CNN model's ability to classify healthy and diseased leaves using a hold-out validation set. 
Metrics like accuracy, precision, recall, and F1-score were calculated for each crop and disease. 

 Expected Results: We anticipated high classification accuracy for healthy and diseased leaves across all crops. 
The specific level would depend on the model architecture, training data quality, and disease complexity. 

 Actual Results:  
The model achieved an overall accuracy of 94% for disease classification. 
Accuracy might vary between crops and diseases (provide details). 

 Discussion: The achieved accuracy demonstrates the model's potential for effective disease detection. 
However, variations in accuracy across crops or diseases warrant further investigation, potentially through 
model retraining or data augmentation techniques. 
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Figure 28 Complete Architecture of our App 
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8. Conclusion 

In the domain of precision agriculture, timely and accurate detection of plant diseases is crucial for ensuring crop health 
and yield. This research presents the development of a mobile application designed to address this challenge. The 
application focuses on three key crops: potato, tomato, and corn, which are susceptible to a variety of diseases. The core 
functionality relies on a Convolutional Neural Network (CNN) architecture, trained using Teachable Machine, a user-
friendly platform that streamlines the machine learning model building process. This approach empowers users with 
limited technical expertise to contribute to the model's development and ongoing improvement. 

To facilitate seamless integration within an Android application, the trained CNN model was converted into a 
TensorFlow Lite format. This optimized format ensures efficient operation on mobile devices with minimal resource 
constraints. Furthermore, the model underwent a quantization process, resulting in a significant reduction in its size. 
This optimization is particularly advantageous for users operating in regions with limited internet bandwidth, as it 
minimizes download times and storage requirements on their devices. 

The user interface of the application is designed for intuitive interaction. Users can leverage their device's camera to 
capture an image of the affected plant leaf, or alternatively, upload an existing image from their gallery. The application 
then performs a real-time analysis of the uploaded image, delivering a swift diagnosis. The analysis not only categorizes 
the leaf as healthy or diseased but also provides additional valuable information for diseased plants. This supplementary 
data encompasses details on the specific disease identified, its characteristic symptoms, and most importantly, 
recommended treatment options and appropriate fertilizers to aid in plant recovery. This comprehensive approach 
empowers users to take informed actions to safeguard their crops and optimize their agricultural practices. 
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