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Abstract 

The arrival of data has changed in today's digital environment, becoming more dynamic. Dynamic data is characterized 
by its speed, variety, and infinite size. Data streams are one category of dynamic data. To address the issues with data 
streams, several strategies and AI models were developed. One such problem is concept drift, which results from 
changes in the data's distribution and eventually lowers the performance of the AI model. This means that regular 
updates to the model are required. In our work, we will analyse the performance using evaluation metrics and compare 
the effectiveness of the current error-based methods with window-based methods for real-world datasets. 
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1. Introduction

Data is information and facts about the things we do every day. The amount of data in today's digital world is growing. 
Various sources such as banks, stock markets, hospitals, credit card transactions, smartphones, weather, sensor data, 
social media, and many more generate quintillion bytes of data every period [1]. Improved business can result from the 
correct storage and analysis of large amounts of data that can assist several enterprises. In the modern digital world, 
data no longer arrives in a static form but rather as a stream. Data streams, in contrast to static data, cannot be saved 
and examined repeatedly. The data stream needs to be processed right away in one pass. 

The field of knowledge discovery and data mining, or KDD, focuses on methods for drawing valuable insights from data. 
There is an enormous demand for KDD techniques due to the internet's ever-growing volume of online data and 
databases' widespread use. The goal of KDD is to retrieve predictive information that is hidden from large databases. 
Businesses can make proactive and informed decisions by using data mining techniques that forecast future events and 
patterns [2]. 

 Concept drift, a problem where the target concept changes with time, usually after a minimal stability period [3], is 
another challenge with data streams. Over the past few years, concept drift has drawn a lot of attention, primarily 
because it hurts the performance of classifiers that are trained on historical data. 

In our work, we used the Pearson correlation technique to pick features from streaming data blocks and compared them 
to a comprehensive feature list of streaming data blocks for the human activity recognition dataset (HAR). The 
suggested method produces encouraging results in terms of accuracy (94.85%) throughout the entire feature list [4].  

The article provides information on the relevant experimental data, an analysis of the results, and a comparison of 
concept drift detection strategies, including error-based and window-based methods. More accurately, accuracy and 
detections are assessed for four different drift detector configurations in a fully labelled context (supervised learning). 
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The most efficient methods now in use are suggested by the study's findings. A summary and elaboration of the 
experiments are given.  

2. Literature Review 

The strategies for concept drift identification that are based on performance are examined here. These strategies can 
be classified into multiple groups based on the mechanism utilized to detect performance declines. 

2.1. Error-based Methods 

To assess the effectiveness of the learning process, it monitors the base learners' online error rate progression. Concept 
drift is presumed if the model's performance is below the significance test threshold. 

Example: DDM, EDDM 

● Drift Detection Method (DDM): DDM looks for variations in the classifier's error rate [5]. It views error as a 
binomial-distributed Bernoulli random variable. It tracks Pt, the standard deviation St across time, and the 
misclassification probability at time t. 

Warning level = Pi + Si ≥ Pmin +2 * Smin 

Drift level = Pi + Si ≥ Pmin + 3 * Smin 
● Early Drift Detection Method (EDDM): A method for identifying concept drift that is compatible with gradual 

modifications [6]. This method employs the distance between them (number of examples between two 
classification errors) instead of classification errors. Maintaining a fixed distance stops drift. It determines the 
average separation between two errors using the standard deviation (St) and probability of misclassification 
(Pt).  

Warning level = (P’i + 2 S’i) / (P’max + 2 * S’max) < α 
Drift Level = (P’i + 2 S’i) / (P’max + 2 * S’max) < β 

α, β = thresholds = 0.95,0.90 
Pi’ = The mean separation between two errors 

Si’ = Standard Deviation 

2.2. Window-based Methods 

Incoming data instances (or a window) are grouped together using this approach. Two windows are typically present 
in window-based systems. New instances are added later, with data stream instances remaining in the initial frame. The 
shift and the disparity in the data distribution were both made clear by comparing these two windows. You can alter or 
fix the size of the window. 

Example: ADWIN, STEPD 

● ADWIN: To detect concept drift, adaptive windowing [7] looks at the distribution between two windows. The 
mean error rate of each partition is compared to a threshold based on Hoeffding. A sub-partition loses its 
window value if it goes over this limit. Remove the final component if 

|µ0-µ1| > θhoeffding 

µ0 = W0's error rate 

µ1 = W1’s error rate 
● STEPD: Evaluating both general and present accuracy is a fundamental principle [8]. We make two 

assumptions: first, the accuracy of a classifier for the last W examples is equal to its total accuracy from the start 
of learning; second, a significantly lower recent accuracy indicates that the concept is changing. Compiling the 
following statistic is how the test is run. 

𝑇(𝑟0, 𝑟𝑟 , 𝑛0, 𝑛𝑟 ) =  
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Other existing algorithms for concept drift detection include (PHT) [9], HDDM [10,11], and other statistical based 
techniques like WSTD [12], FTDD [13], CSDD [14], MDDM [15], KS-test [16]. 
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3. Datasets and Description 

The popular dataset that was examined and characterized by Gama and M. Harries is electricity. The Australian New 
South Wales Electricity Market provided the data for this analysis. In this market, supply and demand have an impact 
on prices, which are not fixed. They have a five-minute interval set. 45, 312 occurrences can be found in the ELEC dataset 
with 8 features and 2 class labels. The price change about the last 24-hour moving average is indicated by the class 
designation. 

The Airlines Dataset drew from Elena Ikonomovska's regression dataset. It contains 7 features and 2 class labels with 
53000 samples. Using the information about the scheduled departure, the aim is to determine if a certain flight will be 
delayed. 

4. Experimental Set Up 

All pertinent information about the experiments described in this article is provided in this section. As the most often 
used classifiers in the field and because their implementations are available within the MOA framework [17], all of the 
concept drift detection approaches have been tested using both Naive Bayes (NB) and Hoeffding Tree (HT) as base 
learners. 

The following default settings are used in MOA during execution: 

 DDM (min instances = 30, warning level = 2 and out control level = 3) 
 ADWIN (delta adwin = 0.002) 
 STEPD (Window Size = 30, alpha drift = 0.003, alpha warning = 0.005) 

Lastly, the Prequential methodology—the default in MOA—was used for the accuracy evaluation, and a sliding window 
of size 1,000 served as the forgetting mechanism. According to this methodology, each incoming instance is first utilized 
for training and then testing. The accuracy of the system is determined by adding up all of the sequential errors over 
time, or the loss function that separates the observed values from the predictions. The preceding 1,000 occurrences are 
the portion of the data that is taken into account in each calculation in its sliding windows variation. 

5. Results and Discussions 

The following Table 1 describes the results of the airline dataset using error-based algorithms (DDM, EDDM) and 
window-based algorithms (ADWIN, STEPD) for the above experimental settings. We can derive that the window-based 
approach algorithm ADWIN is hyperactive in notifying about changes in the data. ADWIN has detected maximum 
changes for the airline dataset i.e. 254 and the model trained on ADWIN has a prediction error rate of 0.44. From this, 
we can conclude the window-based algorithm is well suited for Airline datasets over other error rate-based algorithms. 

Table 1 Results of Error-based and Window based algorithms on Airline Dataset 

Dataset Algorithm Detected Changes Detected Warnings True Changes Prediction error 

Airline DDM 100 147 100 0.45 

Airline EDDM 247 90 100 1.39 

Airline ADWIN 254 0 100 0.44 

Airline STEPD 210 113 100 0.49 
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Figure 1 Error-based and Window based algorithms on Airline Dataset 

The results of the electrical dataset utilizing window-based algorithms (ADWIN, STEPD) and error-based methods 
(DDM, EDDM) for the aforementioned experimental settings are shown in Table 2. It may be inferred that the window-
based approach algorithm ADWIN is extremely proactive in informing users of any modifications to the data. Concerning 
the electricity dataset, ADWIN has identified the most changes 231, and the model trained on ADWIN has a prediction 
error rate of 0.44. This leads us to the conclusion that, in comparison to other error rate-based methods, the window-
based technique works well even with electricity datasets. 

Table 2 Results of Error-based and Window based algorithms on Electricity Dataset 

Dataset Algorithm Detected Changes Detected Warnings True Changes Prediction error 

Electricity DDM 90 133 90 0.45 

Electricity EDDM 223 81 90 1.41 

Electricity ADWIN 231 0 90 0.44 

Electricity STEPD 189 102 90 0.49 

 

 

Figure 2 Error-based and Window based algorithms on Electricity Dataset 

6. Conclusion 

The article dives into a head-to-head comparison of two main categories of concept drift detection methods: error-based 
and window-based. This evaluation is conducted using real-world data, not simulated datasets. To make the comparison 
more robust, the researchers employ two different machine learning algorithms for classification - Naive Bayes and 
Hoeffding Tree. The ultimate goal is to identify which concept drift detection method performs best, considering both 
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how well it predicts outcomes (prediction error) and how effectively it identifies changes in the data (change 
detections). 
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